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Abstract 

Support vector machine (SVM) has achieved excellent performances in the classification of 

hyper spectral data and wide variety of applications. Nevertheless, how to effectively reduce the 

complexity features of training dataset for SVM is still a serious challenge. In this paper, an 

efficient scheme of differential evolution (DE)-based dimensionality reduction approach is 

proposed to use a simple searching criterion function, called adaptive estimated nearest 

neighbors (AENN), to optimize the reduction of noisy instances in a classification process for the 

SVM. With such an efficient criterion, DE algorithm can find a global optimal solution for the 

AENN and SVM kernel parameters to improve the classification accuracy. Several UCI 

benchmark datasets are considered to compare the proposed hybrid DE-AENN dimensionality 

reduction strategy with the previously published methods. Experimental results show that the 

proposed hybrid framework is capable of achieving better performance than other existing 

methods and is feasible to construct a condensed nearest neighbors of training dataset to enhance 

the classification accuracy for SVM. 

Keywords: Differential Evolution (DE) algorithm, Adaptive Estimated Nearest Neighbors 

(AENN), Support Vector Machine (SVM). 

Introduction 

In recent years, the datasets collected for some specific domains, such as content-based image 

retrieval and microarray gene expression of cancer diagnosis, tend to be high-dimensional and 

complex to handle. The high dimensional data are composed of a large number of features while 

many of them are irrelevant or over-sensitivity to noise, and led to the patterns are not easily 

recognized and degrade the data mining performance. Consequently, dimensionality reduction 

techniques, as a data pre-processing task has become one of the most important steps to extract 

essential information from knowledge discovery in databases (KDD) [1]. Considering an 

efficient general feature selection method for the curse of dimensionality [2] in mining procedure 

is still an open problem and the cooperation among features is the most important challenge. The 

feature selection mechanism retains the physical interpretability property in terms of the selected 

features and falls into four categories: filter [3], wrapper [4], embedded [5], and ensemble [6]. 

The filter only employs the intrinsic properties of data, which generally not involves learning 
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algorithm on the original features and make it have lower time complexity. Wrapper methods 

usually achieve better results than filters since they search for a subset of features that are best 

suited to the classifier and very computationally intensive. An Embedded method its feature 

selection performs together with training of classifier, but the computational time is smaller than 

wrapper. The ensemble method evaluates the importance of features by filters to produce a set of 

features subsets, and then generates an aggregated result from these subsets. 

The support vector machine (SVM) was first proposed by Vapnik [7] along with other 

researchers, which maps the original data into a higher dimensional space to linearly separate the 

data in the nonlinear feature domain, has shown excellent performances in the classification and 

been widely studied and applied in many fields. The SVMs based on empirical risk minimization 

are supervised learning algorithms that can be used to maximize the distance of classification 

boundary between two classes. Due to the data sets that we process today are becoming 

increasingly larger, not only in terms of the number of instances, but also the dimension of 

features, which may degrade the efficiency of most learning algorithms, especially when there 

exist noisy data or irrelevant features. Meanwhile, the choice of the kernel function and how the 

kernel parameters are set also affect the general izability of SVM classifier. SVM feature 

selection and parameter setting are critical to improved classification performance by using 

heuristic search strategy. Differential evolution (DE) algorithm proposed by Storn and Price [8] 

which has the advantage of high efficiency, rapid convergence, and strong capability for global 

search. It is a competitive evolutionary computing technique and shows excellent global 

optimization ability via population search and information exchange between individuals. As a 

result, the essential training instances extraction, feature selection and kernel parameters setting 

must perform simultaneously to enhance the SVM classifier performance [9]. 

In this paper, an efficient scheme of DE based dimensionality reduction approach is proposed to 

use a simple searching criterion function, called adaptive estimated nearest neighbors (AENN), 

to optimize the reduction of noisy instances and deal with the problem mentioned above for 

SVM. Short communications of the early stages of this work have appeared in [9]. Here we 

significantly extend our approach to integrate the DE algorithm with the AENN and SVM kernel 

parameters to efficiently select relevant instances during the SVM training process. Several UCI 

benchmark datasets are conducted to compare the proposed DE-AENN dimensionality reduction 

strategy with the previously published methods and the simulation results show the proposed 

framework can achieve better performance than other existing approaches in literature. The rest 

of the paper is organized as follows. In section 2, the related works including SVM and basic 

concept of DE algorithm are described. The adaptive estimated nearest neighbors scheme, 

particle representation of DE and the proposed hybrid DE-AENN framework for SVM classifier 

are illustrated in section 3. Experiment results are provided in section 4. Finally, conclusions are 

made in section 5. 

Related Works 

Support vector machine (SVM) classifier 

The main concepts of SVM are to first transform input data into a higher dimensional space by 

means of a kernel function, and then to be trained to classify different categories of data from 

various disciplines. The goal of SVM is to minimize an upper bound of the generalization error 

and find the unique hyper plane having the maximum margin that can linearly separate the two 

classes of the data. For a given training dataset 1 1{( , ),..., ( , )}m mx y x y , where d

ix R  and  1, 1iy    . 
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The generalized linear SVM finds an optimal separating hyper plane ( )f x w x b    by solving 

the following optimization problem [9]:  
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where C  is a penalty parameter on the training error, and 
i  is the non-negative slack variables. 

The simple kernel is the inner product function ˆ ˆ( , ) ,K x x x x which produces the linear decision 

boundaries. Nonlinear kernel function maps data points to a high-dimensional feature space as 

linear decision spaces. There are three commonly used kernels as follows: Linear kernel ˆ( , )LK x x , 

Polynomial kernel ˆ( , )PK x x  and the Radial basis function (RBF) kernel ˆ( , )RK x x . The integer 

polynomial order  in 
PK and the width factor   in RK are hyper-parameters which are tuned to a 

specific classification problem. 
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Basic concept of differential evolution (DE) algorithm 

DE algorithm is a population-based for solving constrained optimization problems and other 

complex real-world applications. The core of DE algorithm is the mutation operation, which uses 

a linear combination of a base vector and weighted random vector to generate a mutated vector 

with the better trial vector in next generation. The main steps of the DE are summarized as 

follows [10]. 

    For the “DE/rand/2/bin” classical mutation strategy, five different vectors consisting of a base 

vector ( 1,r GX ) and four difference vectors ( 2,r GX  , 3,r GX , 4,r GX  and 5,r GX  ) are randomly chosen 

from the populations. The both scale factors iF  and jF are constants and the effective range to be 

usually taken from the range between 0.5 and 1. The donor vector ,i GV  is expressed as Eq. 5. 

, 1, 2, 3, 4, 5,( ) ( )i G r G i r G r G j r G r GV X F X X F X X                                                                   (5)                                

, where 1r , 2r , 3r , 4r , 5r   are random and mutually different integers, and they are also different 

with the vector index i , 1 2

, , , ,[ , , , ]D T

i G i G i G i GX x x x is the target vector, and 1 2

, , , ,[ , , , ]D T

i G i G i G i GV v v v is the 

donor vector. G indicates the current generation, and D is the dimension of the parameter. This 

mutation operation enables DE to explore the search space and maintain diversity. To enhance 

quality of solution, the crossover process creates the temporary trial vector 1 2

, , , ,[ , , , ]D T

i G i G i G i GU u u u , 

(1,2, , )Pi N  and is realized between each pair of target vector ,i GX  and its corresponding donor 

vector ,i GV . The scheme can be simply formulated for the binomial uniform crossover that is 

performed on each of the j-th variables whenever a randomly picked number (between 0 and 1) 

is less than or equal to a crossover rate Cr.  

,
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,where 
,

j

i Gu ,
,

j

i Gv  and 
,

j

i Gx  are trial, donor and target vectors from the i-th vector, j-th dimension at 

G-th generation. Cr is a user-defined probability in the range [0, 1].  Further, Cr is an inheritance 

quantity control parameter for how many percentages of elements cloning from a donor vector to 

a trial vector. The variable
randj  is a randomly chosen integer in the range [1, D], which ensures 

that the trial vector does not duplicate the target vector. The trial vector 
,i GU  is evaluated and then 

enters into the selection procedure which is achieved from the target and trial vectors by 

comparing their fitness values to select the better individual, and the better one will enter into the 

next generation. In the current population, target vector is updated when the newly generated 

trial vector gets better fitness value than its target vector; otherwise, the target vector is retained 

in the population. 
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The DE algorithm works through a simple cycle of these stages: (1)Basic setting of parameters 

for DE, (2) Initialization to generate the initial population, (3)Repeat the steps Mutation, 

Crossover, Selection until a stopping criterion is reached.  

 

Methods 

In this section, an adaptive estimated nearest neighbors (AENN) scheme has been proposed to 

optimize the reduction of noisy instances in a classification process. Second, the particle 

representation of DE algorithm comprised of kernel function parameters, adaptive estimated rate 

and features mask are illustrated. Finally, the proposed DE-AENN framework which hybridizes 

the instance extraction, feature selection, and parameters optimization approach with DE 

optimization technique has been presented. 

The adaptive estimated nearest neighbors (AENN) scheme  

The effectively AENN scheme that we previously published in [9] is extended to decide which 

instances of the training data set are extracted for support vectors. The adaptively extracted 

instances coefficient 
AENN for data reduction is flexible to edit out noisy data for merging 

essential points and make the SVM less sensitive to outliners. The adaptive coefficient [0,1]AENN   

is defined as the ratio of the number with extracted instances to be support vectors for overall 

training dataset. The objective of the pre processing is to select the amount of data that consist of 

important information to be processed in the SVM. The AENN scheme is described as follows. 

Step 1: Initialization: Randomly generating to initialize the candidate instances set. 

Step 2: Merge: To decide whether extracted points have been achieved the threshold
AENN . If so, 

terminate the process; otherwise, go to Step 3. 

Step 3: Expand: If there are any un-merged instances, using the nearest neighbor voting to 

renew the merged instances for support vectors; otherwise, no more new data is extracted and go 

to Step 2. 

Particle representation of DE algorithm 

In this work, the kernel function used is based on the RBF for the SVM classifier to implement 

our proposed method. The RBF kernel function requires that only two parameters, 

C and should be set. Using the adaptively estimated rate for AENN and the RBF kernel for 
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SVM, the parameters AENN ,C  ,  and features used as input attributes must be optimized 

simultaneously for our proposed DE-AENN hybrid strategy. The particle therefore, is comprised 

of four parts, m  ,C  ,  and the features. Figure 1 show the particle representation of our design 

[9] extended to DE optimization framework. As shown in Figure 1, the representation of particle 

i with dimension of 3fn  , where fn  is the number of features that varies from different 

datasets. 
,1 ,~

fi i nx x  are listed the features mask, 
, 1fi nx 

indicates the parameter value AENN , the 

SVM penalty parameter on the training error value C is denoted as 
, 2fi nx 

 and the 
, 3fi nx 

 stands 

for the SVM RBF kernel function parameter value . 

 Input features mask AENN  C    

DE particle 

representation 
,1ix  ,2ix   ,i dx   , fi nx  

, 1fi nx 
 

, 2fi nx 
 

, 3fi nx 
 

Figure 1: The particle representation of DE algorithm. 

 

The proposed hybrid DE-AENN framework for SVM classifier 

Figure 2 shows the system architecture of our proposed hybrid DE-AENN framework for SVM 

classifier. In this work, both the effective AENN scheme that we previously published, and the 

dimensionality reduction are successfully merged into DE algorithm to enhance the SVM 

classification accuracy are shown. Based on the DE particle representation and AENN 

optimization approach mentioned above, detailed descriptions of the hybrid DE-AENN 

procedure are presented as follows. 

 

Initialization

DE optimization involves input 

features, adaptive estimated 

coefficient and SVM parameters

Fitness Evaliation

The Adaptive Estimated 

Nearest Neighbors scheme

Instances Extraction

Feature Scaling & 

Selection

Reach Stop

Criteria ?

End

Y

N

 
Figure 2: The system architecture of hybrid DE-AENN framework for SVM classifier. 

 

The DE-AENN procedure: The proposed hybrid DE-AENN framework for SVM classifier. 

01: Basic setting of parameters for the DE algorithm. 

02: Initialization randomly generates initial particles comprised of the features mask, AENN , C , 

and  . 

03: Evaluate the fitness value for each DE individual population. 
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04: while Termination condition is not satisfied do 

05: The AENN scheme phase: 

06: Generate the n candidate solutions, where n m overall dataset. 

07:    for i=1 to m do 

08:        Initialize: Randomly generating to initialize the candidate instances set. 

09:        Merge: Check whether extracted points achieved the threshold
AENN . If so, terminate the 

process; otherwise, go to Line 10. 

10:        Expand: Check if any un-merged instances to renew the merged instances; otherwise, 

go to Line 9. 

11:    end for 

12: The DE optimization phase: 

13:    for i=1 to Np do 

14:       Evaluate the fitness for each individual i pN N population. 

15:       Mutation operation. 

16:       Crossover operation. 

17:       Selection operation. 

18:    end for 

19: end while 

20: Output Global optimum solution to the features mask,
AENN , C , and   for SVM. 

 

Experiment Results 

To measure the performance of the developed hybrid approach, several real benchmark data sets 

cited from the UCI Machine Learning Repository [9] were used: the Australian data set, the 

German data set, the Heart disease data set, the Iris data set, the Vehicle data set, and the Vowel 

data set. Table 1 summarizes the number of classes, instances, nominal attributes, numeric 

attributes and total attributes. The datasets considered are partitioned using the 10-fold cross 

validation. Each initial data set S , is randomly divided into ten disjoint sets of equal size T1, T2, 

…, T10. Our proposed hybrid DE-AENN framework has been tested fairly extensively and 

compared with the GA based method [9] using three criteria such as the classification accuracy 

rate, the number of selected feature, and the non-parametric Wilcox on signed rank test. In all of 

the experiments, 10-fold cross validation was used to estimate the classification accuracy of each 

learning algorithm. 

 

Table 1. Datasets from the UCI Machine Learning Repository. 
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Names Classes Instances 
Nominal 

Attributes 

Numeric 

Attributes 

Total 

Attributes 

Australian 2 690 6 8 14 

German 2 1000 0 24 24 

Heart 2 270 7 6 13 

Iris 3 150 0 4 4 

Vehicle 4 940 0 18 18 

Vowel 11 990 3 10 13 

  

 

Table 2. Comparison of DE-AENN strategy and GA based method on six UCI datasets. 

 

Name 
GA based method [9] DE-AENN strategy 

p-value 
_ ccAvg A  _ fAvg n  _ ccAvg A  _ fAvg n  

Australian 90.3±1.42 4.3±0.82 91.2±1.31 4.0±0.63 0.025* 

German 87.4±0.97 12.6±0.84 88.7±0.65 12.2±0.76 0.021* 

Heart 96.1±2.32 5.0±1.15 96.9±2.15 5.0±0.13 0.007* 

Iris 100±0 1±0 100±0 1±0 1.0 

Vehicle 85.9±1.85 8.6±0.97 87.6±2.23 8.2±1.30 0.006* 

Vowel 99.2±0.75 7.1±0.74 99.7±0.56 7.0±0.63 0.009* 

 

Table 2 shows the summary results for the average classification accuracy rate of the DE-AENN 

hybrid framework and GA based method on six UCI datasets. In Table 2, the classification 

accuracy rate is represented as the form of ‘average  standard deviation’. To highlight the 

advantage, we used the non-parametric Wilcox on signed rank test for all of the datasets. It is 

observed that the p-values of DE-AENN versus GA based method [9] are smaller than the 

statistical significance level of 0.05 except Iris dataset. The performance of both PSO and GA 

optimization techniques in terms of the average classification accuracy rate _ ccAvg A and the 

average number of selected features _ fAvg n  is compared. In Table 2, the DE-AENN exhibits 

slightly higher classification accuracy and fewer selected features than GA based method. 

Therefore, the performance of our developed DE-AENN is relatively better than existing method 

and can enhance the classification accuracy for the SVM.  

 

Conclusions 

In this paper, the effectively hybrid DE-AENN method is proposed to optimize the reduction of 

noisy instances in a classification process for the SVM. The unified framework can characterize 

the essential instances, feature selection and SVM parameters via the DE optimization algorithm. 

Several UCI benchmark datasets are conducted to validate the effectiveness of the proposed 

method and the simulation results revealed that the proposed hybrid framework can achieve 

better performance than existing method in literature. Concentrate on the investigation of more 

large scale dataset as well as other heuristic search strategy may be interesting future work. 
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